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1.0 SUMMARY 

As the use of remote persistent sensing technology rapidly increases in both the government and 
commercial sectors, an ever increasing amount of sensor data is being generated from multiple 
sensor layers (such as ground, air, and space) and in a variety of modalities (infrared, hyper- 
spectral, synthetic aperture radar, audio, and so on).  

As Lt. General David Deptula, the Air Force’s Deputy Chief of Staff for Intelligence, Surveillance, 
and Reconnaissance, recently stated, “We are going to be swimming in sensors and drowning in 
data.”1  

One implication of this explosion of sensor data is that there is an increasing need to rely upon 
sophisticated exploitation algorithms to process and filter the raw sensor data to generate 
information that can aid a human analyst in determining whether or not a situation exists that 
requires some action to be taken.  

The quality of information generated by these exploitation algorithms is dependent upon the quality 
of data collected from the sensor as well as upon factors external to the sensor such as the day of the 
year, time of day, weather conditions, speed, location, and altitude of the sensor platform. 

When the information generated by these algorithms is presented to the analyst, it is essential that 
he or she has some indication of level of quality of that information so that a fully informed 
decision can be made.  One extreme example of what can happen when decisions are made on the 
basis of low quality information is the downing of Iran Air Flight 655 by the USS Vincennes in 
1988. 

Although a number of factors contributed to this tragedy, it’s clear that the decision makers in this 
incident lacked a clear understanding of the quality of the information presented to them2. Similarly, 
the targeting and bombing of the Chinese embassy in Belgrade in 1999 illustrates how low quality 
information, “impressively packaged,” gave decision makers an impression that the information 
was of much higher quality than it actually was.3 

The objective of the Information Quality Tools for Persistent Surveillance Data Sets program is to 
investigate tools and methods for measuring, aggregating, quantifying and communicating metrics 
that accurately represent the level of quality (accuracy, precision, timeliness, trustworthiness, and so 
on) associated with the data collected by persistent sensors and the information derived from those 
sensors by exploitation algorithms.  

During the first year of this program, our focus has been on identifying and quantifying the 
characteristics of sensor data that impact the quality of information provided for computer and 
human analysis.  In addition, we have looked at means of calculating, storing, and communicating 

                                                 

 

1 Politics | Air Force Develops New Sensor to Gather War Intel | Seattle Times Newspaper 
2 USS Vincennes Incident ‐ Dan Craig, Dan Morales, Mike Oliver 
3 Chinese Embassy Bombing ‐ A Wide Net of Blame ‐ NYTimes.com 
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these information quality metrics along with the sensor data so that this information is preserved 
and made available to the analyst as part of the decision making process.  

During the second year of this program, our focus expanded to include a means of calculating, 
storing, and communicating the Value of Information (VOI).  The decision to expand our focus was 
driven largely by feedback from AFRL personnel during briefings we conducted early in the year to 
review the work performed during the first year of this program.  Much of the feedback we received 
had to do with the tremendous volume of sensor data being collected and the limited number of 
analysts available to review the data.  As a result, there is a need to reduce the volume and increase 
the value of the information being presented.  Even though we may have lots of very high quality 
data available, if that information provides no added value to the end-user’s mission, there is no 
need to present it to them. Indeed, presenting this information could distract them from more 
valuable information that is also available from other sensors or information sources. 

Unlike quality of information, determination of the value of information is very much dependent 
upon the goals of the mission and reflects such characteristics as the usefulness, uniqueness, and 
relevance of the information to the mission at hand. 

Increasingly algorithms are being developed that perform sophisticated analysis to determine if 
something of interest is occurring (e.g. establishing a baseline of normal activity and identifying 
significant deviations from the baseline that could represent the occurrence of abnormal activity) 
and to recognize certain types of patterns (e.g. shapes, sizes, movements) in order to identify people 
and objects that might be of interest.  Typically these algorithms generate metrics that can be used 
to help determine the value of the information.  For example a pattern matching algorithm might 
provide a metric that represents how certain the algorithm is that it has detected a match.  This 
metric can then be used to help determine the value of the information for different mission 
objectives.  For instance if an analyst is being presented with several items of interest at the same 
time, those matches with a high certainty metric could be prioritized over those that have low 
certainty values. 

We also investigated how data quality, information quality, and value of information fit into a 
situational awareness framework with a focus on what quality factors are utilized for the different 
stages of establishing situational awareness (perception, comprehension, and projection).  

Much of the work for this project has been done in collaboration with the Information Quality 
Graduate Program at the University of Arkansas, Little Rock (UALR).  Together with UALR, 
Qbase has investigated various methods for measuring the quality of sensor video streams.  In 
addition, Qbase has researched and designed approaches for aggregating, storing, and processing 
this quality data and has investigated how to implement these approaches in the context of the 
related Persistent Surveillance Data Processing, Storage and Retrieval Project (Task Order 005, 
under the same contract).  
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2.0 INTRODUCTION 

The focus of our research has been on understanding information quality from a variety of different 
perspectives in the context of evaluating persistent surveillance sensor data: 

 Data quality vs. information quality 

 Objective measures vs. subjective measures 

 How objective and subjective quality measures affect the aggregate quality of 
the information 

 Understanding and measuring the value of information  

 Understanding how the quality and value of information is affected by the quality of 
the data from which the information is derived 

We applied this research to develop approaches for analyzing, storing and communicating the 
quality and the value of information derived from persistent surveillance sensing activities.  This 
included formats for describing sensor characteristics and sensor data streams and methods of 
enhancing sensor data with additional quality metadata.  As part of this effort, we also developed a 
simulator using Matrix Laboratory (MATLAB) that allowed us to take previously recorded sensor 
data and degrade it in a variety of ways to evaluate its effect on the quality and value of the 
information being produced.  

Throughout the course of the year we participated in a number of briefings that led us down the path 
of evaluating not only the quality of the data and information associated with sensor data streams 
but also the value of that information.  One of the consistent themes we heard during these briefings 
was that image analysts, who are typically high school graduates with a minimal amount of 
experience, are tasked with reviewing large volumes of sensor data to determine whether or not 
there is anything of interest within the data.  In addition, there is more sensor data being generated 
than there are analysts to review the data.  As a result, there is an ever increasing chance that some 
items of interest might be overlooked or completely missed by the analyst.  This situation leads to 
the need for more sophisticated tools that can assess, filter, and communicate only that data that is 
of most value to the analyst in achieving their mission. 

In order to build tools that meet this need, it is first necessary to understand what factors are 
involved in determining the value of information and then providing a metric or metrics for 
assessing that value.  Because the value of information differs based on the needs (or mission) of 
the analyst, it is important that those parameters be evaluated as well.  This may mean that for each 
mission there is a different set of parameters and metrics that must be evaluated to determine the 
overall value of the data being analyzed.  As part of this analysis, we evaluated information quality 
in the context of the process of situational awareness described by Mica Endsley in [24] as: 

…the perception of the elements in the environment within a volume of space and time, 
the comprehension of their meaning, the projection of their status into the near future, 
and the prediction of how various actions will affect the fulfillment of one's goals. 

For the purposes of mapping our information quality research to this process we split the perception 
stage into two stages (Sense and Perceive) and we have not yet attempted to address the prediction 
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phase. In order to define these stages more precisely we’ve drawn upon a number of different 
descriptions [24, 25, 26] to come up with the following: 

 Sense – Capturing sensor measurements from the environment using one or more 
sensors 

 Perception – Transforming sensor measurements into a set of facts (e.g. detecting 
events, identifying relationships) that describe the situation. 

 Comprehension – Matching the set of known facts to previous situations to 
determine what activity is actually taking place. 

 Projection – Envisioning the outcome or end-result of the situation based upon 
previous experience with similar activities. 

The following table lays out, for each of these stages, some examples of the sensor 
processing tasks that would be performed as well as the data quality attributes that we 
would expect to collect: 

 
Table 1:  Situational Awareness Model 

 

During the “Sense” stage, we are capturing data from the environment using sensors. Sensors 
have varying levels of accuracy and integrity based on environmental conditions (time of day, 
weather, etc.), communication methods and protocols, compression and frame rates, etc. These 
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are all data quality metrics that can be objectively measured either by the sensor, itself, or by the 
component of the system that is receiving the data. 

During the “Perception” stage, the data is gathered and analyzed to determine the facts about the 
situation. For example, “What is the field of view of the sensor?”  For airborne optical sensors 
attached to Unmanned Aerial Vehicles (UAVs) or piloted aircraft, this means understanding the 
location (latitude/longitude/altitude) and orientation (heading/roll/pitch/yaw) of the aircraft, and 
the orientation (pan/tilt) and optical characteristics of the sensor in order to determine its field of 
view.  Each of these sensor measurements will have their own quality characteristics which must 
be taken into account when determining the overall accuracy of the field of view calculation.  

Other facts that are relevant to this stage include the determination that a certain event is taking 
place or that a certain relationship exists.  The algorithms that detect events or relationship have a 
certain probability of detection, probability of false alarm, and probability of missing a detection 
(Signal Detection Theory (SDT) [27] is commonly used to characterize these probabilities). 
These probabilities must be captured and propagated along with the data that describes the 
events/relationships that were detected in order to provide downstream algorithms and decision 
makers with the information required to understand the quality and value of the data.  

We also have to determine whether or not to trust the data being provided by the sensor.  Trust at 
this level could be based on the source of the data (i.e. is it coming from a trusted source?) or it 
could be based on other sensor integrity measures such as the reliability or past performance of 
the sensor. If the data provided by the sensor is not in a format we understand then it must be 
converted or discarded.  Our ability to use this data and how difficult/reliable it is to translate the 
data into a format we can use is referred to as convenience. For instance, if we are sensing 
speech or text data that is in a different language than that of the analyst, the convenience factor 
will be lower than if it is in the native language of the analyst. 

During the “Comprehension” stage, the facts are analyzed to determine whether any activity or 
activities are taking place that might be of interest.  The algorithms that detect activities, similar 
to those that detect events/relationships will also result in probabilities of detection, false alarms 
and missed detection based on SDT that must be captured and propagated along with the data.  
In addition, the information produced in this stage of assessing the situation is evaluated for 
relevance and usefulness in the context of the mission.  If the data is not relevant or useful, it is 
of low value and should be dropped from the data stream so as not to further utilize valuable 
computing or human resources. 

During the “Projection” stage, the activities detected are evaluated to determine if a potential 
problem or threat exists. This could be based on the outcomes of similar activities that have 
occurred in the past or the analyst’s experience based on all of the facts, events, relationships 
and activities that comprise the current situation as well as the quality metrics generated in the 
prior stages. It is at this point that understanding the quality of the information being provided is 
essential in assisting the analyst or decision maker in projecting what the most likely outcome 
might be. 
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3.0 METHODS, ASSUMPTIONS, AND PROCEDURES 

3.1 Requirements for the Layered Sensor Domain 

3.1.1. Motivation 

This section of the document addresses the issue of Information Quality in the layered sensor 
networks. Current surveillance systems use multiple sensors and media processing techniques in 
order to record/ detect information of interest in terms of events.  Assessing Quality of Information 
is an important task as any misleading information may lead to suspicion and uncertainty to the 
decision makers.  There is a need to evaluate the quality of streaming information in real-time, 
within the data stream as well as to perform the thorough forensic analysis such as different types of 
statistical analysis, historical trending of collected data, as well as probabilistic forecasting. 

3.1.2. Challenge  

The concept of Information Quality is not really well defined in persistent surveillance sensor 
networks.  Bovik, et al. [1] provided several concepts for identifying Information Quality 
measurements in layered sensor networks.  Very little was done for the video streaming data, which 
is of primary interest for the military surveillance systems.  While there is a lot work done in terms 
of different quality algorithms for static images and even videos there is not enough information 
and publications addressing overall quality of information, quality control and monitoring of data 
stream information in surveillance systems, both real time and forensic. 

3.1.3. Objectives  

 Conduct and support research in the application of established information quality 
principles and methods, data integration, and data visualization in order to optimize the 
value of information obtained from layered sensor systems supporting persistent 
surveillance operations. 

3.2 Research and Development Plan 

 Conduct literature search for publications in scientific and technical research journals, 
conference proceedings, and other venue in order to document and build on existing 
knowledge of information quality concept in persistent surveillance sensor networks. 

 Continue coordination with UALR the research and development of the objective and 
subjective metrics for video streams. 

 Develop a conceptual model of organization of metadata within the data stream in 
accordance with Defense Advanced Research Project Agency (DARPA) situation 
awareness framework::Perception, Comprehension, Projection and Prediction-Quality of 
Information and Value of Information structures. 

 Develop Quality of Information and VOI classes and attributes. 

 Develop Quality of Information and VOI services within Persistent Sensor Storage 
Architecture (PSSA). 

 Continue working on Aggregated Quality Score (AQS), Trust model and other 
information quality concepts. 
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 Continue integration with the PSSA and develop a demo with more or less realistic 
scenario. (Task 005). 

3.3 Information Quality Processing, Propagation, and Storage 

3.3.1. Problem Statement 

The major problem of the data streams is a huge amount of data to be stored, processed and 
analyzed.  Task Information Quality 006 was related to Task 005 – Persistent Architecture.  While 
Task 005 was intended to develop an architecture of ingesting, propagating and storing data 
obtained from layered sensors, the goal of Task 006 was to develop a composable and flexible 
framework of enriching sensor metadata with quality indicators and to propagate and store these 
quality metrics along with the data stream without overloading the system in real-time and in 
forensic mode. 

The Qbase team worked closely with UALR since UALR Information Quality department is well 
recognized in the Quality of Information area. UALR shared their quality algorithms and 
experimental setup with Qbase. Since UALR was working primarily with video streams and image 
processing principles, Qbase made a decision to create a composable framework of processing, 
propagating and storing quality metrics for the video data streams. In addition, Qbase has already 
acquired some AFRL data collect pieces such as Columbus Large Image Format (CLIF) data from 
the 2006 and 2007 Columbus data collects: Large Area Image Recorder (LAIR), Columbus 
Surrogate Unmanned Aerial Vehicle (CSUAV) and Ground Camera, and Video Verification of 
Identity (VIVID) data. In Phase II of the current project, a DARPA video data set was downloaded, 
incorporated into the Qbase demonstration software, and analyzed in accordance with developed 
quality framework and quality metadata metrics. 

3.3.2. Standards for Machine Encoding of Sensor Data 

Sensor Model Language (SensorML):  A new way of storing, propagating and enriching data 
stream with metadata was proposed by introducing new Extensible Markup Languages (XML) 
specifically for sensor information.  SensorML was developed by Dr. Mike Botts (University of 
Alabama, Huntsville) under the auspices of the International Committee for Earth Observing 
Satellites.  The goal was to be able to exchange information between Location Services Clients 
(LSC) and location servers:  http://www.ogcnetwork.net/SensorML Sensor Web Enablement 
(SWE) activity of the Open Geospatial Consortium (OGC) defines interfaces and protocols to 
access sensors over the Web.  The following are the five foundational components: 

 SensorML –The general models and XML encodings for sensors 

 Observations & Measurements (O&M) – The general models and XML encodings 
for sensor observations and measurements  

 Sensor Observation Service (SOS) – A service by which a client can obtain 
observations from one or more sensors/platforms  

 Sensor Planning Service (SPS) – A service by which a client can determine 
collection feasibility for a desired set of collection requests 

 Web Notification Service (WNS) – A service by which a client may 
conduct asynchronous dialogues with other services 
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SensorML has been designed for the following purposes, specifically to: 

 Provide general sensor information in support of data discovery 

 Support the processing and analysis of the sensor measurements 

 Support the geographical location of the measured data 

 Provide performance characteristics (accuracy, threshold, and so on) 

 Archive fundamental properties and assumptions regarding sensor 

 Support rigorous geographical location and mathematical models 

 Apply to in-situ or remote sensors 

 Support stationary or dynamic sensors 

Information provided by the SensorML includes observation characteristics, physical properties 
measured (radiometry, temperature, concentration, and so on.), quality characteristics (such as 
accuracy, precision) which is especially valid for the current project, response characteristics 
(spectral curve, temporal response, and so on), geometry characteristics, geometric and temporal 
characteristics of sensor and sample collections (such as scans or arrays) that are required for metric 
exploitation and so on.  It can also include description, documentation, and overall information 
about sensor, history, and reference information.  All this means that SensorML has capabilities for 
enriching sensor data with quality metadata so that it can propagate along with the data stream and 
be stored along with the data stream easily.  SensorML, for instance, was utilized for information 
storage and exchange by the Persistent Universal Layered Sensor Exploitation 
Network(PULSENet) (Northrop Grumman) [2].  Examples of SensorML are given on its website: 
http://www.botts-inc.net/vast.html  

UncertML:  The Uncertainty Markup Language (UncertML) is an XML schema for describing 
uncertain information and is capable of describing a range of uncertain quantities.  Its descriptive 
capabilities range from summaries, such as simple statistics (e.g. the mean and variance of an 
observation), to more complex representations such as parametric distributions at each point of a 
regular grid, or even jointly over the entire grid.  UncertML is XML encoding for the transport and 
storage of information about uncertain quantities, with emphasis on quantitative representations 
based on probability theory. 

Typically most data contains uncertainty, arising from sources which include measurement error, 
observation operator error, processing/modeling errors, or corruption.  Processing this uncertain 
data (typically through models, which can introduce their own errors), propagates uncertainty, and 
often unpredictably.  

The ability to optimally utilize data requires a description of its uncertainty which is as complete 
and detailed as possible, and in the geospatial context, this characterization and quantification is 
particularly crucial when data is used for spatial decision making.  Thus there is a well- recognized 
need for Geographic Information Science (GIS) frameworks which can handle and ‘understand’ 
incomplete knowledge in data inputs, in decision rules and in the geometries and attributes 
modeled.  
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A substantial literature exists on mechanisms for representing and encoding geospatial uncertainty 
and its propagation.  However, no framework yet exists to describe and communicate uncertainty, 
either in Geographic Information (GI) data or more generally, in an interoperable manner.  That is 
why UncertML was proposed to bridge this gap. For instance, as it is proposed in [3] UncertML can 
be utilized for a description of every pixel of a Geography Markup Language (GML) Rectified 
Grid.  Every pixel can contain an UncertML Uncertainty as its value.  This could be a Gaussian 
distribution, representing variance around the mean, or any other defined distribution. 

Figure 1, below, shows an example of standard deviation encoded in UncertML [4].  Due to the 
soft-typed approach of UncertML all simple statistics will appear identical in structure.  What 
separates a ‘mean’ from a ‘median’ is the Uniform Resource Identifier (URI), and definition upon 
resolving, of the definition property yielding a concise, yet flexible solution.  Assuming the 
existence of a dictionary containing definitions of the most common statistics, only the URI is 
needed in order for an application to ‘understand’ how to process the data. 

 

Figure 1:  A Standard Deviation Encoded in UncertML 

Summary:  Based on this research performed in Phase 1 of the project, we developed a simpler 
XML format for adding and propagating the proposed quality metadata to the sensor data stream. 
Although we did not use SensorML/UncertML for our prototyping it is possible to transform this 
format into SensorML/UncertML XML, if required.  

In Phase II we selected several data sources to demonstrate the proposed concept.  One of the data 
sources –VIVID (see description below). VIVID metadata is originally recorded in the Transducer 
Markup Language (TML) format developed at AFRL.  We developed a capability of reading 
VIVID data and adding quality metadata to it.  An example is shown below in Figure 2.  

It demonstrates how added annotations such as number of cars on the scene, car description, and 
new in Phase II subjective metrics such as Novelty, Relevance, and objective metrics such as 
detection and recognition confidence can be added as additional metadata metrics and then 
propagated with the data stream and retrieved for the analysis.  

  

NOTE: 

The explanation of these metrics is given in Section 3.7. 



10 

Distribution A:  Approved for public release; distribution is unlimited. 88ABW-2012-4361, date 8 August 2012.

 

 

 

Figure 2:  XML Format for Storing and Propagating Quality Metadata 
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3.4 Highlights of Phase I – Concept of Aggregated Quality Score 

3.4.1. Concept of Trust Factor  

The concept of Trust in sensor surveillance networks is given in several publications.  One 
example is given in [5]. 

Trust = Predictability + Dependability + Faith + Competence +  

Responsibility + Reliability            
(1)

 

This equation demonstrates that Trust factor in sensor data streams is a combination of multiple 
factors. It definitely depends on the image or video quality of sensor data. In the above equation 
video quality can be represented by Dependability or Reliability variables.  During Phase I of this 
research project, we investigated and evaluated the concept of aggregated video quality score based 
on the sum of weighted objective quality metrics.  One of the examples is described in [6].  The 
regression model of independent variables-objective quality metrics can be run against dependent 
variable-subjective quality score.  Based on the model, the objective quality metrics (noise, motion 
blur, blocking artifact, compression, resolution, etc) will have their weights calculated and those 
metrics with a stronger influence on perceived quality will be weighted higher as compared to other 
parameters.  

 

 (2) 

 

Where 

AQS – Aggregated Quality Score , qb – are separate quality factors and wb is the weight of 
the bth quality factor. 

First task was to obtain objective quality measurements such as image quality metrics: noise, 
Structural SIMilarity Index (SSIM), blur, and so on.  The required algorithms and degradation 
scenarios were provided by UALR.  As for the subjective measurements we used those that were 
publicly available online and are described below. 

3.4.2.  Data Selection – Phase I 

In Phase I we used publicly available Irvine Valley College (IVC) [7] and  Laboratory for Image 
and Video Engineering (LIVE) [8], [18], [19] databases that were created by the University of 
Texas where videos and static images were subjectively evaluated by the Video Quality Experts 
Group (VQEG) on the scale from 1 – 5. 

The IVC Image database consists of 10 reference images with 235 distorted images: Joint 
Photographic Experts Group (JPEG), JPEG2000, Locally Adaptive Resolution (LAR) coded and 
blurred. LIVE image database uses ten uncompressed high-quality videos with a wide variety of 
content as reference videos.  A set of 150 distorted videos were created from these reference 
videos (15 distorted videos per reference) using four different distortion types - Moving Picture 
Expert Group (MPEG)-2 compression, H.264 compression, simulated transmission of H.264 
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compressed bitstreams through error-prone IP networks, and through error-prone wireless 
networks. Distortion strengths were adjusted manually to ensure that the different distorted videos 
were separated by perceptual levels of distortion.  

Each video in the LIVE Video Quality Database was assessed by 38 human subjects in a single 
stimulus study with hidden reference removal, where the subjects scored the video quality on a 
continuous quality scale.  The mean and variance of the Difference Mean Opinion Scores (DMOS) 
obtained from the subjective evaluations, along with the reference and distorted videos, are 
available as part of the database.  In addition to videos from LIVE database AFRL data collects 
CLIF 2006/2007 data, VIVID. CSUAV were analyzed to obtain objective and subjective quality 
metrics. 

3.4.3.  Objective Quality Metrics 

 Videos from LIVE database and AFRL video data streams available at Qbase were 
processed to obtain objective measurements of referenced and distorted videos.  
The examples of calculated objective quality metrics for these videos, such as 
noise, blur, SSIM and S-SSIM metrics [9] are displayed below. 

Data processing was done by several methods: 

 Qbase simulator and UALR tool were used to degrade Cliff 2006 data on frame by 
frame basis and receive quality metrics values per frame. 

 Moscow State University (MSU) Video Quality Measurement Tool version 2.6 was 
used to obtain movie average objective quality metrics (frame by frame calculation is 
done as well) for the reference and compressed movies from LIVE and IVC databases. 

A few examples of Image Processing by different applications are shown next in Figures 3, 4 and 
5. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3:  Qbase Simulator  
Showing Controlled Amount of Degradation Added to CLIF 2006 Video 
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Figure 4:  MSU Video Quality Measurement Tool 
Video Data streams from Laboratory for Image and Video Engineering (LIVE) Video Database Used as Input 

Data 

The MSU Tool provides the capability to calculate the average quality metrics such as noise, 
brightness, blur-beta, blocking artifact, SSIM, Peak Signal-to-Noise Ratio (PSNR), Mean Absolute 
Difference (MSAD), Delta, Frame Drop, Scene Change Detector for the entire movie, as well as 
frame by frame, see Figure 5 below.  The metrics are described in the Appendix and on the MSU 
Video Quality Measurement Tool website [10].  
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Figure 5: Examples of Metrics (Noise) Calculated for Three Videos from LIVE Database 
Reference Video (Green), Blurred Image (Blue), Compressed Image (Red) 

3.5 Subjective (Perceptual) Score 

Subjective measurements were performed by using existing LIVE database Mean Opinion Score 
(MOS) provided by the Video Quality Experts group , MSU subjective measurement tool (demo) 
and Qbase simulator subjective interface.  Examples of Subjective Score interfaces that were used 
to obtain subjective scores are shown below in Figure 6. 
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Figure 6:  Examples of Different Subjective Measurement Tools 
(MSU Perceptual Video Quality Tool) 

Collecting suitable data for regression model could be a time consuming procedure.  Only after data 
is been loaded into database, it has to be processed and analyzed, and only after this can a statistical 
analysis be performed and a corresponding regression model developed.  Then, the Trust 
Factor/AQS model with weight factors as calculated can be reused for the new chunk of data 
stream, assuming that it was collected within the same surveillance system. It can be done in both 
forensic and real-time modes.  This procedure allows monitoring the quality of the coming stream.  
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3.6 Regression Model 

Collected data was used to build the Linear Regression Model (LRM) to calculate an AQS. Below 
is an example of calculated AQS for the analyzed video stream: 

AQS = 3.01+0.02*avBlock-0.01*avNoise- +1.12*SSIM-0.09*avBlurr             (3)  

It is evident that SSIM is the most decisive variable in the Video Quality Evaluation.  However, the 
metrics for Trust factor may include various categorical values, for instance, such metric as data 
integrity – whether the data was manipulated or not, if there was any spam added, etc.  Or such 
metric as data usefulness can have several levels- useful,-non-useful, and so on. In terms of Trustful 
or non-trustful information it makes sense to use a probabilistic approach- to evaluate a probability 
of whether you can trust or not trust information that you collected.  Probabilistic model will be 
more useful in data fusion applications where the data from independent sources will be combined 
together to evaluate the Trust Factor of collected data stream.  That is why we suggest to following 
model: 

        (4) 

Where for instance: 

X1 = Image Quality – one or several combined image quality metrics such as noise, blur, 
SSIM or S-SSIM, blocking artifact, etc.  It can also be an Aggregated Image Quality Score 
described above. 

X2 = Completeness- % of missing frames in video stream 

X3 = Timeliness-measure of information being available at desired time 

X4 = Integrity-available information has not been manipulated, etc… 

B0, B1 ... Bn = regression coefficients 

The histogram in Figure 7 gives a concept of understanding the probabilistic nature of the binary 
logistic regression model above.  The symbol used for each case designates the group (trusted or not 
trusted) to which the case belongs.  The cutoff value is 0.5. So the cases with certain combination of 
quality metrics where the calculated probability is higher than 0.5 can be considered as trusted 
information while those for which the probability is less than 0.5 cannot be considered as fully 
trusted information. 
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Figure 7:  Histogram of Estimated Probabilities 

A proposed regression model for Trust Factor has been developed in Phase II and is described in 
section 3.10. 

3.7 DARPA Situation Assessment Principles – Perception, Comprehension, and 
Projection: Quality of Information and Value of Information 

DARPA uses Endsley’s situational assessment model described earlier to define the following 
major critical factors in the situation awareness or situation assessment: 

 Perception – acquiring the available facts  

 Comprehension – understanding the facts in relation to our own knowledge of such 
situations  

 Projection – envisioning how the situation is likely to develop in the future, provided it 
is not acted upon by any outside force  

 Prediction – evaluating how outside forces may act upon the situation to affect our 
projections.  

Based on this concept we developed a new metadata structure that is in line with the principles of 
situation assessment.  The quality of information will ultimately reflect upon its end-use.  However, 
depending on the application, the end users may be interested in different pieces of information with 
different degree of quality.  That is why, for Phase 2 of this research study, we proposed to split the 
quality metadata into 2 metadata models: one that relates to the inherent properties of information –
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Quality of Information, and one that relates to the role of this piece of information in the context of 
its end-use-Value of Information.  This approach was described in [11] and is presented in Figure 8. 

 

 

 

 

 

 

 

 

 

 

Figure 8:  Proposed Organizational Structure of the Metadata 

 Quality of Information Metadata - inherent characteristics of information that 
are independent of the specific application context in which the receiver will 
use the information and represents the Perception stage of situation 
assessment. 

 Value of Information Metadata - the utility of the information in an information 
stream when used in the application-specific context of the receiver and represents 
the Comprehension and Projection stages of situation assessment 

Quality of information (QoI) represents the body of evidence (described by information quality 
attributes) used to make judgments about the fitness or utility of the information contained in an 
information stream.  

Value of information (VoI) represents the utility of the information in an information stream when 
used in a specific application context of the receiver.  

Each metadata structure of Quality of Information and Value of Information can be represented by a 
collection of certain classes and attributes.  These are proposed classes and related attributes for 
each of the models.  

3.7.1. Quality of Information Data Structure 

Proposed Quality of Information Metadata structure is presented in Figure 9. 
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Figure 9:  Proposed Quality of Information Metadata Structure 

The collection of QoI classes can include very different attributes depending on the sensor 
networks.  We proposed several classes that can be more or less common to any sensor system 
available.  

 The most common is Sensor Accuracy that can be described by Signal-To-Noise 
Ratio, Temporal and Spatial resolution attributes. These are typical sensor 
characteristics. 

 Class Integrity can be described by the name of the Owner, Sensor Model, Source 
Integrity and Confidentiality if required for security purposes.  

 Class Timeliness describes the ability to deliver information on time which can 
be defined by latency attribute. 

 Class Format can be viewed as a representation of the quality of data, which 
measures quality related to the formatting of the information as data. 

 Data Accuracy is the most important.  It characterizes the data quality of incoming 
data stream.  

One of the attributes of Data Accuracy – Overall Image or Video Quality, can be measured by the 
AQS developed in Phase I of this research project and described in earlier sections of this document 
(see Sections 3.4, 3.5, and 3.6 of this document).  

3.7.2. Value of Information Metadata Model 

Proposed Value of Information Metadata Structure is shown in Figure 10, below: 
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Figure 10:  Value of Information Metadata Structure 

 The Trust class comprises the reputation of the source of the information, its 
objective quality, and the reliability of the source all as perceived by the receiver.  

 The Usefulness class captures the usefulness of information in a specific context as 
determined by the receiver. The usefulness is assessed along four attributes, one 
indicating the level of novelty of the information received, a second measuring 
whether the information achieved is relevant for the needs of the receiver, the third 
expressing how timely the information is for the purpose of the receiver, and a 
fourth can be expressing the level of completeness of the information. The 
completeness of the information measures the degree by which the information at 
hand covers all that is needed by the receiver.  

 The Convenience class captures how easy or difficult it is for the receiver to use the 
information and is assessed along three attributes. The format of the information, 
whether it is readily usable by the systems of the receiver or requires manipulation is 
assessed by the Format Compatibility attribute. 

3.8 Data Selection – Phase II 

In Phase II we worked with several datasets, VIVID and Video Image Retrieval and Analysis Tool 
(VIRAT) data.  The VIVID data was collected at Fort Pickett and Fort Lee 2004.  It is stored in 
TML format – which can be compatible with SensorML, UncertML (see above).  It consists of 
video frames and sensor platform metadata.  The resolution of each clip is 640x480, rate is 30 
frames per second.  Filename format is given in a form V4VxZZZZZ_YYY.avi where Vx 
represents the sensor: 

 V1: EO Daylight TV (DLTV) 

 V2: EO DLTV Spotter 
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 V3: IR 

 ZZZZZ 5 digit number representing the scenario 

 YYY - 3 digit number representing a clip from a scenario 

Figure 11 below is an example of VIVID dataset run through the simulator with added Information 
Quality attributes. 

 

Figure 11:  Original VIVID Movie with the Information Quality Attributes Described Above 

The second dataset, VIRAT, includes high quality videos recorded from total 6 scenes, captured by 
stationary High Definition (HD) cameras (1080p or 720p).  There may be very slight jitter in videos 
due to wind.  Videos are encoded in H.264.  

Each video clip will contain 1~20 instances of events from 6 categories: (1) person loading an 
object to a vehicle, (2) person unloading an object from a vehicle, (3) person opening a vehicle 
trunk, (4) person closing a vehicle trunk, (5) person getting into a vehicle, and (6) person getting out 
of a vehicle.  

This dataset was selected also because it provides such data as scoring confidence that we substitute 
for detection and recognition confidence and used in Trust factor modeling.  Detection scoring 
confidence is provided with the different samples of VIRAT data annotation files. 
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An example of one of the VIRAT scenes is presented in Figure 12 below: 

 

Figure 12:  One of the Scenes from the VIRAT Dataset 

Here three instances are captured- green bounding box is drawn around the object #1- the person, 
purple bounding box is drawn around the second object- the car, and the red bounding box is drawn 
around the event (6) – person getting out of a vehicle.  

3.9 Tracking and Detection 

3.9.1. Video Segmentation Tool 

Qbase has worked with UALR and incorporated the Video Segmentation tool developed by UALR 
into our demo software.  This tool allows the user to manually enter the comments and observations 
based on frame by frame analysis.  The results are demonstrated below in Figure 13. 
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Figure 13:  Video Segmentation Tool Developed by UALR 

The annotation results were incorporated into XML metadata file that is propagated and stored 
along with the data stream.  The resulting data table with such Usefulness attributes as Novelty and 
Convenience is presented below in Figure 14.  The proposed metrics can eliminate tedious data and 
image analysis allowing to select only those frames where, for instance, “Novelty=True” and 
“Relevance=Yes.”  This will significantly reduce the data load for image analysts. 

The annotations were performed manually but they mimic the results of automated detection and 
recognition algorithms.  These output results (quality metrics) that can be added to metadata 
structure and can be propagated and stored along with the entire data stream.  They can be used in 
modeling the Trust or Usefulness factors of VoI Metadata Structure. 
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Figure 14:  Annotation Results 

3.9.2.  Tracking and Detection Information 

Additional tracking and detection information from VIRAT dataset has been added to provide 
detection and tracking information to entire information data stream.  The VIRAT dataset already 
has its own  quality metrics such as scoring confidence, Precision, Probability of Detection, False 
Alarm Rate, etc., where: 

 Precision is the ratio TP/D where D is the total number of detections (correct and 
incorrect) and TP is the number of correct detections.  

 Probability of Detection is the ratio TP/T for every category, where T is the number 
of ground-truth activities in archive, and TP is the number of correctly detected 
activities matched to a member of T according to the activity-matching criterion. 

 False Alarm Rate is the ratio False Positive/Normalizing factor (FP/NORM), where 
FP is the number of false positives whose detected activities do not match a member 
of T, and NORM is a normalizing factor based on the number of frames so that 
FP/NORM is in units of activities per minute  

This data has been provided in VIRAT summary files along with the scoring confidence.  This 
confidence was calculated with scoring software developed as a part of Computer Vision and 
Pattern Recognition (CVPR) Activity recognition Competition.  The scoring confidence was 
calculated by comparison of the “participant’s detection” versus ground truth specified by VIRAT 
data.  This was done for objects (car, person, etc.) and for events as well [12] ,[13] and [14] . 

We used scoring confidence data from the summary files to provide Detection confidence values 
that we interpret as objects detection confidence and Recognition confidence values that we 
interpret as event’s detection confidence for Trust model calculations (both values were set equal to 
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scoring confidence).  This data is supposed to mimic the results of the automated detection and 
recognition exploitation algorithms that can be incorporated into PSS architecture in the future. 
Precision and Probability of Detection can be included in Trust calculation in the as well. The 
results are discussed in the section below. 

3.10 Revised Trust Model 

Beginning in Section 3.4 of this document, we suggested a concept of a Trust factor based on the 
AQS that was developed during Phase I of this research project and other quality metrics. In Phase 
II we’ve revised this model to include the trust class attributes associated with the VoI as described 
in Section 3.7.2 of this document.  The probabilistic model was chosen to calculate Trust value for 
VIRAT video dataset. 

Trust class attributes as it is demonstrated in the VoI section (objective quality metrics presented by 
AQS, detection and recognition confidence, Reliability of Algorithms) will have their weights 
calculated and those metrics with a stronger influence on perceived quality will be weighted higher 
as compared to other parameters.  The binary logistic regression was chosen that predicts 
Probability of Trusted Event occurring. Subjective Trust variable was calculated on the % scale, 
from 0- 100%  

 

 (5) 

Where: 

X1 = AQS- a combination of  image/video quality metrics such as noise, blur, SSIM or S- 
SSIM, resolution, etc. 

X2 = Completeness- % of missing frames in video stream 

X3= Reliability of Exploitation Algorithms  

X4 = Detection confidence  

X5 = Recognition confidence 

B0, B1 ... Bn = regression coefficient 
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(6) 

 

 

 

 

In binary logistic regression modeling, the cases with certain combination of quality metrics where 
the calculated probability is higher than 0.5 can be considered as trusted information while those for 
which the probability is less than 0.5 cannot be considered as fully trusted information. 

The dependent variable Trust was not readily available for modeling like the Mean Opinion Score 
from Video Experts Group that was used to model the Aggregated Video Quality Score.  That is 
why it was evaluated by Qbase based on the goodness of objects’ and events’ detection and 
recognition.  No wonder why detection and recognition confidence variables have the strongest 
weight in the above equation.  Other independent variables such as AQS components and 
Completeness were modeled by degrading video quality using Qbase simulator.  Algorithm 
Reliability variable was varied randomly between 1 and 0.75 just to be shown that this variable can 
be important in Trust factor analysis.  

Similar approach can be used to calculate another VoI factor - Usefulness.  Again, attributes such as 
Novelty, Relevance, Completeness and Timeliness can be composed into a regression model that 
will provide the dependent variable such as Usefulness.  

This parameter may accept both quantitative and enumerated values, novelty, for example, may be 
an enumerated attribute with values: redundant, corroborative, incremental, new, or surprising!  

The above model is just one proposed example of how to combine different objective quality 
metrics into the Trust factor.  To continue with this model more data need to be analyzed and tested, 
with various scenarios and various subjective scores should be collected. 

3.11 Phase II Video Analysis 

In Phase II, additional Persistent Sensor Storage (PSS) services were developed to demonstrate the 
concepts of Quality of Information and VoI.  They are listed below. 

 Sensor Metadata Service – this service was added to existing PSSA to generate such 
static Quality of Information attributes as Sensor Accuracy, Integrity and Format.  It 
also calculates Completeness metric that will be further passed to the Quality of 
Information Service. 

 Quality of Information Service- this service gets image data from video image 
ingestor and calculates different metrics such as noise, blur, SSIM , resolution, etc., 
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that are combined into AQS and sends them to VoI Service or directly to the 
dashboard.  

 Value of Information Service- this service receives AQS from Quality of Information 
Service, Tracking and Detection confidence values (in this phase they are available 
from existing VIRAT data or added via UALR segmentation tool), Completeness, 
Novelty, Timeliness, Reliability, etc. to calculate Trust, Usefulness and Convenience 
correspondingly and sends them to the dashboard. 

The schematic of these Services is displayed below in Figure 15. 

 

Figure 15:  PSS Services to Support Info Quality 

Metrics used to model Trust factor were obtained by analyzing VIRAT data. Again, similar to 
Phase I this video was analyzed as-is and with certain degradation added to it.  The original and 
degraded videos are shown below.  The controlled amount of noise and blur were added randomly. 
Also, random frames were dropped to add a Completeness metric, which was calculated as the 
number of frames that have been sent out. 

Completeness= (Total # of frames- total # of dropped frames)/total # of frames 

The resulting metadata is shown on the right side of the video, Figures 16 and 17 below. 
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Figure 16:  Original VIRAT Video 
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Figure 17:  VIRAT Video with Degradation Added 

3.12 Different Scenarios Analyzed in Phase II 

Different scenarios were created in Qbase’s simulator to demonstrate the capabilities of the 
developed architecture and the quality metadata that can be analyzed, propagated and stored along 
with the information data stream. 

The first two scenarios were designed to demonstrate the effect of different objective image quality 
metrics on the overall AQS and correponding Trust Factor.  Resolution and noise quality metrics 
were chosen to demonstrate how the combination of these metrics with different coefficients may 
influence the  Image Quality and Trust factor. 

Figure 18, below, demonstrate the combination of average noise and high resolution scenario. As 
you can see, the AQS is decent and equal 3.3 and Trust Factor is good enough, equal to 75%.  

The objects and event surrounded by red bounding  box are still trackable and can be detected and 
recognized.  
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Figure 18:  Average Noise and High Resolution Scenario 

The second scenario demonstrates the effect of low resolution - the video was degraded by adding a 
little noise and by change of resolution, Figure 18.  As it is demonstrated, the situation is worse, 
although a very little noise has been added.  The AQS and corresponding Trust Factor are lower, 
since it is impossible to detect many different objects such as people and event. 
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Figure 19:  Low Noise and Low Resolution Scenario 

The third scenario was created to demonstrate the effect of such quality metric as completeness (% 
of dropped frames). As an example, we tried to demonstrate how dropping frames will result in the 
uncertainty of the activity procedure.  

We identified the “Suspicious” activity chain - as follows: 

 Event #6 – Person #1 gets out of the car 

 Person #2 comes to the car where Person #1 is 

 Person #2 opens the trunk of the car (event type #3)  

 Person #2 gets an “suspicious” object from a vehicle – event #2 

 Person # 2 leaves the scene with an object from the vehicle 

This “Suspicious” activity is demonstrated in Figures 20 through 24 (no degradation metrics have 
been added to the video). 
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Figure 20:  “Suspicious” Activity Non-Interrupted – Person #1 Gets Out of the Car 

 

Figure 21:  “Suspicious” Activity Non-Interrupted – Person #2 Comes to Person’s 1 Car, 
Opens Trunk and Unloads the “Suspicious” Object 
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Figure 22:  “Suspicious Activity” Non-Interrupted – Person #2 Carries a “Suspicious” Object 
Away and Person #1 Gets into the Car. 

Now the frames between 2594 and 4378 are dropped.  The result is shown in Figure 23. 
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Figure 23:  The Start of “Suspicious” Activity – Person #1 Gets Out of the Car, No Changes 
Here 
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Figure 24:  “Suspicious” Activity Interrupted – Person #2 is Carrying “Suspicious Object” 
Away 

Figure 23 shows the previous frames where Person #2 meets with Person #1, opens trunk, and 
unloads the object from the trunk have been dropped. This time frame, 4378, comes right after 
frame 2594 (Figure 24).  We are not sure now where Person #2 got that object if there is any 
connection to Person #1 and his car.  The Completeness factor has dropped to 40%, and as a result 
of this, the Trust Factor has dropped as well. 

3.13 Data Quality Processing within a Data Stream Management System (DSMS) 

In persistent surveillance networks all kinds of information quality issues can occur: malfunctioning 
sensors, wrong sensors setups, wrong sensor calibration, incomplete data - missed video frames for 
instance confidence level of data is not acceptable, data is not accurate, data has been delayed, and 
so on.  That is why it’s important to have a quality control system in place in real time and quality 
metrics - the additional metadata should be able to propagate and stored along with the data stream 
itself.  The proposed “Jumping Window” architecture below allows enriching of the sensor data 
stream with quality metadata without overloading the entire system.  The concept of the Jumping 
Window architecture was proposed originally in [15] for residual lifetime of a truck’s engine; we 
decided to apply a similar concept to video data streams.  

Jumping Window/Sampling architecture was proposed and developed is Phase 1 as an extension of 
the conventional DSMS and is presented in Figure 33.  (The idea is to propagate the data 
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measurement with quality information for each Data Quality (DQ) dimension (shown in gray) with 
the same stream rate as the measurement stream (shown in white). 

Each measurement attribute stream is divided into an unlimited number of windows with a given 
size s containing sensor data itself and quality metadata (examples are -Completeness, Aggregated 
Quality Score and Trust), Figure 25.  Each window is identified by its starting point Framebegin and 
consists of s measurement values of a certain attribute.  The window contains one value for each 
metadata attribute .The number of data quality attributes can vary.  The window size s can be defined 
independently for each stream attribute.  

As a result the quality metadata is not sent together with every single data item, but rather window-
wise for each DQ dimension.  The data volume is reduced significantly by aggregating the quality 
metadata for each attribute within window of the given size si starting at Framebegin.  This prevents 
the real time data stream and the storage from being overloaded.  Aggregation functions can be 
flexibly determined for each DQ dimension depending on the application. 

 

 

Figure 25:  Jumping Window Architecture for the Propagation of Data Quality (DQ) [11] 

The Jumping Window concept was implemented using the Qbase Simulator.  Quality metrics were 
processed and aggregated for every ten video frames.  An example is provided below in Figure 26, 
next. 

 



37 

Distribution A:  Approved for public release; distribution is unlimited. 88ABW-2012-4361, date 8 August 2012.

 

 

 

Figure 26:  Quality Metrics Aggregated Every Ten Frames 

3.14 Metamodel Extension in Database Management System (DBMS) 

Data quality can be considered as a new dimension in the relational metamodel.  Every column in a 
relational table is enhanced with d data quality characteristics (DQ dimensions).  Following the 
concept of not overloading the storage system, the extension metamodel is developed so that data 
quality information is not stored for every measurement value vij  The Jumping Window aggregated 
metrics are stored in the database in a separate table that is mapped to the data stream. 

The concept of MetaMapping a Jumping Window in the database is shown below in Figure 27.  The 
measurements of the data stream refer to the respective columns in the DQ table.  For each 
incoming data stream, a DQ table is created and named according to the included measurements. 
The streaming attributes are written in the Column.  The starting point T Begin identifies the 
corresponding data quality window including Accuracy and Completeness that are presented as 
generic Quality Metrics in Figure 27, below. 
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Figure 27:  Metadata Mapping 

Figure 28 shows what the Jumping Window Meta Mapping looks like for the data processed by 
Qbase simulator and stored in the corresponding relational database.  The Data Quality Table stores 
aggregated quality metrics for every n video frames starting with FrameID_begin to 
FrameID_end. The aggregation algorithm is also described in the DQ table. 

 

Figure 28:  Jumping Window – Data Quality Table Mapping  
To Relational Database Model DBMS for CLIF 2006 Ground Camera Data Processed by Qbase Simulator 

Figure 29 shows an example of window size aggregated quality metrics for the video data stream: 
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Figure 29:  Window Size Aggregated Quality Metrics Table  
Based on CLIF 2006 Video Dataset 

NOTE: The concepts described above were partially implemented within the PSSA. 

3.15 Integration with Persistent Sensor Storage Architecture (PSSA) 

The PSSA was developed under the auspices of Task Order 005: Persistent Surveillance Data 
Processing, Storage and Retrieval.  The goal of PSSA is to provide a high-performance, flexible 
infrastructure to support the ingestion, exploitation, integration, storage, and dissemination of data 
generated by any type of sensor.  To accomplish this goal, Qbase developed an architecture based 
upon the Event Collaboration design pattern.4 

To communicate sensor data and information derived from the sensor data among processing 
components of the system, this architecture uses a high performance, low-latency messaging system 
based on ZeroMQ5 - which we call the “PSSA Cloud.”  At its core, the architecture defines two 
types of processing components: publishers and subscribers.  A processing component can be a 
publisher which publishes events, a subscriber which receives events, or both a publisher and a 
subscriber.  

The PSSA defines different types of services based upon these core component types:  Ingestion 
Services, Application Services, Storage Services, and Dissemination Services.  

                                                 

 

4 Event Collaboration, Martin Fowler 
5 ØMQ Messaging System 
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Figure 30:  Generic View of Persistent Sensor Storage Architecture 

3.15.1. Ingestion Services 

Ingestion Services are the processing components responsible for capturing raw sensor data and 
sensor metadata, formatting and enhancing the data with additional metadata, and then publishing 
this data as events to the PSSA Cloud.  From the perspective of Information Quality, the ingestion 
component is responsible for creating any quality metadata that is associated with the sensor feed. 
For example:  

 Timeliness of the data – Are we receiving data from the sensor when expected? 

 Completeness of the data – Did we receive all of the data expected? 

 Integrity of the data – Is the data in the correct format and does it pass basic 
validation rules? 

 Consistency of the data – Does the data make sense based on data received previously? 
For example, are frame sequence numbers in right order? Are location and time 
metadata, if present, consistent with the velocity of the sensor platform? And so on. 

NOTE: The Ingestion Service component’s primary responsibility is to get the sensor data and 
associated metadata into the PSSA Cloud as quickly as possible. Therefore, any quality 
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analysis of the sensor data beyond quick and simple validations should be deferred to 
downstream Application Service components. 

3.15.2. Application Services 

Application Services are processing components that are responsible for the analysis and 
exploitation of the sensor data.  These components subscribe to event messages from Ingestion 
Services and/or other Application Services in order to generate information required for specific 
applications.  The information generated by the Application Services is in turn published as events 
for other components of the PSSA system to consume.  Examples of Application Services might 
include object detection and tracking, data enhancement and normalization, geo- registration of the 
sensor data, and so on.  From an Information Quality perspective, the Application Services could be 
developed to perform quality analysis of sensor data or to aggregate quality metrics from other 
Application Service components. Most exploitation algorithms implemented by an Application 
Service will have some type of quality metric associated with it; for example: 

 Geo-registration to reference imagery – How well did the points correlate between 
the sensor data and the reference data?  

 Object detection – What is the level of certainty that the object identified is really 
an object of interest? 

 Object tracking – What is the level of certainty that the object being tracked is the 
same object in subsequent frames? 

The Application Services components are the “heavy-lifters” of the system. The PSSA allows these 
components to be run in parallel with one another on the same or different systems. It allows 
processing flows to be composed using the event collaboration model.  

For example, the Object Tracking Service could use events generated by the Object Detection 
Service and the Geo-Registration Service, both of which are running independently and know 
nothing of the Object Tracking Service. Similarly, an Information Quality Application Service 
could fuse quality metadata from the Sensor Ingestion Service, the detection service, the Geo-
Registration Service, and the Tracking Service to determine the reliability of the track information 
before it’s presented to the user. 

3.15.3. Storage Services 

Storage Service components are responsible for persisting any data published to the PSSA cloud 
that needs to be stored, as well as for providing access to that data - and in some cases, externally 
stored data - to the Application Service and Dissemination Service components.  

For the initial implementation of the PSSA reference system, two storage components were 
developed, one to store streaming media data and another to store all the other data published to the 
PSSA cloud.  Information quality metadata generated by the system is stored by the latter.  

The Storage Service components are subscribers to the events generated by other components of the 
system and typically do not publish events themselves. 

Special “gateway” Storage Services can be built to store and retrieve data in systems external to the 
PSSA cloud.  These services may be used by Application Services to get data required to perform 
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their processing or by Dissemination Services to supplement the data stored internally to the 
system.  They are also one means of integrating the PSSA system with external systems such as the 
DoD Distributed Common Ground Station (DCGS). 

3.15.4.  Dissemination Services 

The primary role of the Dissemination Service components is to make data stored by the Storage 
Services and/or published to the PSSA cloud available to systems external to the PSSA cloud. 
Examples of Dissemination Services include a Streaming Media Service used by off the shelf media 
clients to display real time or stored streaming media and a Web Feature Service (WFS) used to 
support geospatial queries of sensor metadata.  Dissemination Services can also be developed to 
directly display data published to the PSSA cloud or retrieved from internal or external data sources 
using storage service components.  The PSSA Dashboard and OpenLST clients are examples of 
these types of Dissemination Services. 
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3.15.4. Example  

As part of the implementation of the PSSA reference system, we developed an Application Service 
to perform real time video quality estimation.  The components of this demonstration system 
included the components shown in Figure 31, below. 

 

 

Figure 31:  Integration of Video Quality Processing with PSSA 

X In this demonstration system, the Real Time Video Quality Estimation Service subscribed to 
events generated by the Internet Protocol (IP) Camera Video Ingestor which was connected to a live 
IP video surveillance camera.  The Real Time Video Quality Estimation Service sampled the video 
frames being published and generated data quality scores for the Noise and SSIM quality metrics. 
These scores were then published as events to the PSSA cloud and picked up by the Data Storage 
Service to be persisted in the database as well as by the Qbase PSS Dashboard to be displayed 
alongside the video.  The demonstration system also provided a Media Storage Service to record the 
live video feed and the OpenLST as an alternative to the dashboard for visualizing the live video 
data.  

3.16 Information Quality Scenario 

3.16.1. Background 

The DoD is increasing the use of network-centric warfare in an attempt to increase mission 
effectiveness through information sharing and collaboration using distributed battlefield networks.  
Largely due to developments in technology, the warfighter must manage larger volumes, new 
forms, and aggregations of complex information than ever before. Interacting with this complex 
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environment that generates, stores, manipulates, accesses, and utilizes an ever-expanding array of 
electronic resources requires new ways of interacting with information. 

In general, the warfighter and their support systems need to be able to: 

 Perceive – Recognize relevant information, e.g. sensors, Signals Intelligence (SIGINT), 
Human Intelligence (HUMINT), etc. 

 Comprehend – Process the perceived information in an appropriate way, and 

 Project – Synthesize the results into a relevant situational response. 

Having access to accurate and timely information is critical to effectively perform mission planning 
and execute operations. Warfighters need to answer the following questions: 

  “How good is the information?” 

  “How relevant is the information that I’m being shown?” 

  “Do I need to react?” 

The PSSA allows quality information to flow with the data throughout the system. For each 
processing step within the system, the quality information can be examined to aid in deciding the 
relevancy of the data.  For example, an algorithm may decide that a sensor doesn’t provide 
sufficient resolution to provide meaningful results and therefore may decline to process it (e.g. 
tracking individuals).  Although, a human reviewing the output of that same sensor may decide that 
it’s good enough for their purposes (e.g. distinguishing between roads and buildings).  Information 
Quality metrics can assist all users of the data by helping them make a more informed choice 
regarding the suitability of any given sensor stream to their purposes. 

3.16.2. Scenario 

Let us suppose that a mission is being planned to assault a compound, suspected to contain a high 
value target.  As mission planning progresses, various data sources are fused together to form a plan 
of action.  These might include low resolution overhead imagery, human intelligence, and other 
signal intercepts.  Using these sources of information, it was determined that the wall surrounding 
the compound was approximately three meters high and that the target was likely to be on the 
ground floor of the main building. Ingress and egress routes were planned based on the information 
at hand.  

Additionally, an informant had reported the presence of dogs within the compound, but it was 
unclear whether they were pets or used as guard dogs.  A review of the low resolution imagery 
provided no indication of the type of trails left by guard dogs; therefore, it was concluded that they 
were most likely pets.  

3.16.3. Example 

As the scenario unfolds, additional information becomes available and must be assessed in real- 
time to ensure the success of the mission.  As the strike team is on their way to the target, a UAV is 
tasked to perform a low level over flight of the compound to provide high resolution imagery that 
might confirm the presence of the target. 
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As the video from this UAV over flight is ingested into the PSSA; it is concurrently stored, 
analyzed and broadcast in real-time to operation controllers.  Quality meta-data indicate that 
although the video is better than that which was used for mission planning; it is of insufficient 
quality for the human identification algorithms.  Therefore, those algorithms do not analyze the data 
stream and human reviewers are unable to definitively determine if the target is there. However, an 
algorithm that detects the presence of trails left by guard dogs is able to run and detects the probable 
presence of a trail that runs just inside the perimeter wall.  Based upon the quality meta-data from 
the sensor source, this detection is considered to be of high quality and is relayed to the strike team 
to take appropriate measures to deal with this new threat. 

As we can see from the above scenario, the addition of quality meta-data with data streams allows 
both humans and machines to make more informed decisions about the usefulness of any given data 
set. 
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4.0 RESULTS AND DISCUSSION 

4.1 Phase I 

Phase I of Information Quality Tools for Persistent Surveillance Data Sets was primarily dedicated 
to research and understanding of the current status of Quality of Information in sensor data streams. 
We studied modern technologies such as SensorML and UncertML which have the potential to 
incorporate, propagate, and store Quality metrics for sensor data streams along with data stream 
itself. 

We have developed a flexible framework - the Jumping Window/Sampling architecture — in order 
to monitor quality of data in real time.  We have developed an AQS methodology that is based on 
the statistical analysis and historic trending which can be applied to monitor the quality of 
information in real time, as well as in forensic mode. 

We collected data from different sources and processed the data with various applications in order 
to come up with a better understanding of the quality metrics in video streams that will contribute 
into the AQS and give enough confidence and trust into the Quality of Data.  In addition, we have 
incorporated several quality metrics into PSSA and run preliminary sampling calculations of Noise 
and SSIM metrics with the real time video stream. Both metrics were displayed in the PSSA 
Dashboard that represents PSSA Dissemination Service. 

4.2 Phase II 

During Phase II of the Information Quality Tools for Persistent Surveillance Data Sets, we 
expanded on the work performed during the first year by implementing a schema for 
communicating and storing information quality metrics in a standardized format and by applying 
the aggregated quality score methodology to real time and previously recorded sensor data sets.  In 
addition, we developed a model for calculating a metric that utilizes objective and subjective quality 
information to establish the value of the information for a specific mission.  At the end of the 
second phase we are able to simulate real time data streams using recorded sensor data sets from 
multiple sensors being ingested into a PSSA reference system.  

Once the data is ingested into the PSSA reference system, we are able to simulate the exploitation 
of this data for the generation of information quality metrics including the value of the information, 
the storage and retrieval of these metrics, and the visualization of these metrics in conjunction with 
the sensor data.  

Using the simulator, we are able to vary the quality of the sensor data and metadata prior to 
ingestion into the system, so that we can demonstrate the effects of these variations in the AQS and 
the resulting value of that information for a specific purpose. 

To accomplish these goals, we performed the following tasks: 

 Enhanced the Simulator developed for Phase I to read additional sensor data sets and 
to support the generation/modification of sensor metadata. 

 Developed a wrapper for the Persistent Sensor Storage Software Development Kit 
(PSS/SDK) to allow exploitation algorithms developed in MATLAB by UALR and 
others to be easily implemented as PSSA Application Services. 
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 Fully developed an Application Service to implement an AQS for one or more 
sensor feeds and/or applications (such as object tracking). 

 Experimented with different visualization techniques for displaying information 
quality data to the end user of the system. 
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5.0 CONCLUSIONS 

As stated in the introductory sections of this document, it is critical for data analysts and decision 
makers to understand the quality of the data upon which a decision to take some action is based. 
Decisions are based upon the analyst/decision maker’s awareness of the situation.  At each step 
within the process of assessing the situation, it is critical to evaluate and communicate the quality of 
the information that is being generated.  

The first step in this process is to measure and provide the ability to communicate the quality of the 
data being captured through various sensors and sensor systems.  We have designed an approach 
using our  PSSA whereby sensor data quality metrics can be calculated and propagated along with 
the sensor data so that those metrics are available when the data stream is being viewed.  These 
metrics are largely objective in nature and can be determine by performing algorithmic 
computations to the data. Using the Situational Awareness Model that we described earlier in this 
document, this corresponds to the sensing stage of assessing the situation.  

The next step in this process is to analyze the sensor data to identify the facts about the situation 
such as what events are taking place and where are they taking place (perception). This stage of 
assessing the situation can be performed through the use of computer based algorithms or human 
interaction using annotation tools.  Regardless of how this data is generated it is important that the 
relevant quality measures are included and propagated along with the data.  At this stage, there will 
be objective quality measures based on the quality measures of the source data and subjective 
quality measures based on how confident the algorithm or human operator is about the result 
achieved.  

It is the responsibility of the algorithm developer or the human operator to determine and 
communicate this confidence level as part of the analysis and detection process. Signal detection 
theory provides guiding principles that can be applied to measuring the quality of the results of this 
processing.  This stage of the assessment process is performed in the PSSA using application 
services that are designed to analyze one or more sensor data streams and detect entities, events, or 
relationships.  The sensor data received by these services is subsequently enhanced with the results 
of the analysis and associated metrics describing the quality of the information generated.  Through 
the use of a regression model that we described earlier in this document, we propose that an 
aggregate quality score can be developed to help the analyst understand how all of the quality 
factors measured up to this stage affect the quality and value of the information presented to them. 
This information can also be used to “weed out” data that is of such poor quality that it does not 
make sense to propagate further downstream. 

Following analysis of the data to identify the facts of the situation, the next step is to attempt to 
determine from the facts if there are any activities that might be of interest taking place 
(comprehension). As with the previous step, this step of the process may be automated or require 
human interaction or a combination of both. It is important regardless of whether the approach is 
automated, human based or a combination of the two, that the quality information from previous 
steps is provided and considered in determining what activities are taking place. Just like in the 
previous stages, the processing performed during this stage must include metrics that represent the 
quality of the information being generated.  This not only includes the objective quality measures 
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that indicate how accurate, complete, and trustworthy the data is but also more subjective quality 
measures such as confidence level (i.e. probability of detection, probability of false alarm, etc.), 
relevance, usefulness.  

As described in this document, we propose that these quality measures can be combined using a 
binary logistic regression model to determine the overall value of this information to the analyst for 
a given mission objective.  One of the goals of this approach is to prioritize the data, so that 
downstream algorithms and analysts can focus on information that provides the most value to the 
mission objectives. 

Using the data collected and information generated in the previous phases (including the quality and 
value of information metrics), the next step is to determine whether the activity or activities 
detected indicates the potential that an undesirable situation exists or will develop that requires 
some type of action to be taken (projection).  

Automated processes may be used to identify the existence of or potential for threatening situations 
to develop, however, before any action is taken, a human must review and confirm the results of the 
automated process. It is critical that this person have visibility into the quality of the data used to 
project the potential outcome(s).  Just as in the previous steps, objective and subjective quality 
measures should be used to determine how much trust can be placed in the machine results as well 
as how likely it is that a projected outcome will occur. The individual objective and subjective 
quality metrics captured throughout the situation assessment process all contribute to the overall 
level of trust in the information and data presented to the decision maker.  The decision maker must 
take these factors into account in determining whether to take action.  Therefore it is critical that the 
quality and value of the information be captured and propagated to the decision maker along with 
the information, itself. 
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6.0 RECOMMENDATIONS 

Our recommendation for future work in this area focuses on practical application of the approaches 
and principles outlined in this document.  During the first two phases of this project, we have 
developed a platform based on the persistent sensor storage architecture and using the sensor 
simulator that allows us to use previously recorded sensor data to measure the impact of degrading 
various aspects of the sensor data (reducing resolution, decreasing frame rate, introducing 
compression artifacts, adding noise, etc.) on both image processing algorithms and human 
perception.  

Over the upcoming year, we plan to refine the Value of Information model described in this 
document through a series of experiments using the existing PSSA platform and the sensor 
simulator.  We anticipate that minor enhancements will be needed to both in order to adapt them to 
the type of sensor data and exploitation algorithms that are available and which provide the 
scenarios that we want to investigate.  

The core focus of the next phase of this project is to identify and collect sensor data for a variety of 
different scenarios with different mission objectives that are relevant to military and civilian 
persistent surveillance applications.  This data will be used to run experiments that include varying 
the quality and value of information provided to subjects attempting to achieve the mission 
objectives. Using subjective measures provided by the test subjects we will attempt to build models 
that predict how the quality and value of information parameters affect the ability of those subjects 
to accomplish their mission objectives.  

We will then test these measures against different scenarios that have the same mission objectives 
to determine whether the objective and subjective quality measures determined by analyzing and 
processing the data can be used to predict the value of that information in accomplishing the 
mission.  Our intention is to use this approach to predict the value of information generated during 
both the comprehension and the projection stages of situational assessment. 
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APPENDIX A - Objective Metrics Implemented 

These metrics were described in UALR Final Report [16]. Here we just mention a few of them. 

Mean Square Error (MSE):  MSE is widely used as it is parameter free, computationally simple 
and mathematically convenient in the context of optimization.  It also represents image energy 
measure that energy is preserved after any orthogonal linear transformation, such as the Fourier 
transform.  However, MSE does not fit precisely with the perceived visual quality.  Distorted 
images with the same MSE may have different visibility [17], [18]. 

Consider two images x  xi | i  1,2,..., Nand y  yi | i  1,2,..., Nwhere N is the number of pixels and 

xi and yi are the i th pixels of the images of x and y, respectively; the MSE between these two images 
is: 

 

        (7) 

 

Structural SIMilarity Index (SSIM):  Consider two images x  xi | i  1,2,..., Nand y  yi | i  1,2,..., 

Nwhere N is the number of pixels and  xi and yi are the i th pixels of the images of x and y, 

respectively. SSIM- SSIM ( x, y) combines three comparison components, namely luminance- l ( x, 
y), contrast-c( x, y) structure- s( x, y) [19]:  

 

                (8) 

 

Luminance, contrast and structure comparisons are defined as follows: 

 

 

 

(9) 

x y 2 
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Where: 

x,  y,  x,   y and  xy are means of x and y, variances of x and y and correlation coefficient between 
x and y. K1and  K 2 are scalar constants that K1 , K 2  1and L is the dynamic range of the pixel 
values. Finally, SSIM index yields to: 

 

           (10) 

 

Weighted Objective Quality Metric When the Task is Tracing Moving Objects in Video:  In 
human visual system, the importance of a visual event should increase with the information content, 
and decrease with the perceptual uncertainty [20], we incorporated foreground mask as weighting 
function into the MSE and SSIM metrics to measure the motion feature of the moving car.  At a 
time MSE is MSE ( x, y, t )and SSIM is SSIM ( x, y, t ).  The weighting function is: 

 

    (11) 

 

We define weighted MSE as wMSE and weighted SSIM as wSSIM as follows: 

 

 

 

 

    (12) 
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APPENDIX B - Spatial/Temporal Quality Metadata 

Spatial Information Quality Metadata:  The metadata used to determine the initial coverage area 
of the sensor should be evaluated to determine the accuracy of that coverage area.  For 2-
dimensional (2D) locations, the circular error associated with the location data should be 
determined and included as part of the information quality metadata.  

For 3-dimensional (3D) locations, the spherical error should be determined and included as well. 
This will allow the accuracy of the location information to be normalized and reported across 
multiple sensors regardless of the source of the location information.  The sensor metadata used 
to determine the circular error and/or spherical error should be reported as well. 

For example, if Global Position System (GPS) data is used to locate the sensor, each GPS reading 
should have the Dilution of Precision (DOP) data as part of its metadata. DOP is typically 
expressed in two forms:  Horizontal Dilution Of Precision (HDOP) for latitude/longitude precision 
and Positional Dilution Of Precision (PDOP) for latitude/longitude/altitude precision.  However, if 
the sensor does not provide this information, a theoretical DOP for any given time and location 
can be calculated using a GPS Satellite Almanac (ephemeris data) and assumptions regarding 
which satellites are visible to the receiver.  

For every sensor in the PSSA system that includes location metadata, the accuracy of its location 
measuring device (for example, GPS) should be identified as part of the sensor metadata. 
Positional accuracy for GPS devices is typically based on the probability that the reading 
provided by the device falls within a circle whose radius is the accuracy value and whose center 
is the actual location.  Figure B-1 shows an example of this with two probabilities (50% and 
95%). 

Historically, the military has used Circular Error Probable (CEP) for specifying location error. 
CEP is a 50 percentile circular distribution - meaning that at least 50% of the location readings 
will be within the specified radius of the actual location.  Most GPS manufacturers use a 95 
percentile value when publishing their accuracy data.  
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Figure B-1:  GPS Accuracy Example 

For the example shown in Figure B-1 above, the CEP accuracy value is 2.11m and the 95
th 

percentile accuracy value is 4.15m.  This means that at least 50% of the readings provided by the 
device will be within 2.11m of the actual location and 95% of the readings will be within 4.15m of 
the actual location.  These figures can be combined with the GPS HDOP and/or PDOP values to 
provide an estimate of the circular error and/or spherical error associated with a specific location 
reading. 

For an excellent overview of GPS accuracy see the following article from the January 2007 issue of 
GPS World: http://www.gpsworld.com/lbs/infrastructure/gnss-accuracy-lies-damn-lies-and-
statistics-1771?page_id=5 

As a rule of thumb, the accuracy associated with a GPS reading can be determined by multiplying 
the published accuracy by the HDOP or PDOP value to produce a circular or spherical error value 
for the GPS reading.  This error value should be included with location metadata.  In order to 
normalize this error value for all location readings, the 95th percentile accuracy value for the GPS 
device should be used.  If the GPS manufacturer uses a different percentile, then it can be converted 
to the 95th percentile as described by the following:   

http://www.gpsworld.com/files/gpsworld/nodes/2007/1771/i9.jpg 

The DOP value provided can also be used to determine whether or not to use the GPS data.  A 
general rule of thumb is to take the published accuracy of the GPS device and multiply it by the 
DOP value to get a maximum error for the GPS reading.  For example, if the accuracy of the GPS 
device is +/- 3m and the DOP value is 3, then the actual location is within 9m of the GPS reading 
(3m x DOP of 3 = 9m).  
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For reference, the table below provides interpretations of the DOP values from two different 
Internet sources: 

Table B-1: DOP Values from Two Different Internet Sources  
DOP 
Value6 

DOP 
Value7 

Rating Description 

1 1 Ideal This is the highest possible confidence level to be used for 
applications demanding the highest possible precision at all 
times. 

2-3 1-2 Excellent At this confidence level, positional measurements are 
considered accurate enough to meet all but the most 
sensitive applications. 

4-6 2-5 Good Represents a level that marks the minimum appropriate for 
making business decisions. Positional measurements could 
be used to make reliable in-route navigation suggestions to 
the user. 

7-8 5-10 Moderate Positional measurements could be used for calculations, but 
the fix quality could still be improved. A more open view of 
the sky is recommended. 

9-20 10-20 Fair Represents a low confidence level. Positional measurements 
should be discarded or used only to indicate a very rough 
estimate of the current location. 

21-50 >20 Poor At this level, measurements are inaccurate by as much as 
300 meters with a 6 meter accurate device (50 DOP × 6 
meters) and should be discarded. 

These should be viewed as guidelines since the accuracy level of GPS devices vary (for example, if 
a GPS device has a 95th percentile accuracy of 6m, than even a DOP of 1 will only ensure accuracy 
to within 6m).  Some GPS devices support Differential GPS (DGPS) and/or the Wide Area 
Augmentation System (WAAS) which can significantly increase the accuracy of the GPS reading. 
The accuracy metadata for the GPS reading should reflect the improved accuracy if DGPS or 
WAAS is used. 

For spatial measurements, we are primarily concerned with the PDOP and the HDOP. HDOP 
represents the dilution of precision in 2D space (latitude/longitude) and PDOP represents the 
dilution of precision in 3D space (latitude/longitude/altitude). HDOP and PDOP can be used to 
estimate the circular error and spherical error, respectively of the GPS location.  The circular error 
represents the error in 2D and is calculated by multiplying the accuracy of the GPS sensor by the 
HDOP value.  For example, a GPS device with an accuracy of 6m and a HDOP of 1.5 will yield a 
circular error of 9m.  Similarly, the same device with a PDOP of 2 will have a spherical error of 
12m. 

                                                 

 

6 Source 1: http://www.geoframeworks.com/articles/WritingApps2_3.aspx 
7 Source 2: http://en.wikipedia.org/wiki/Dilution_of_precision_(GPS)#Meaning_of_DOP_Values 
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The Information Quality Metadata associated with a GPS location should include the dilution of 
precision data provided by the sensor or calculated from a satellite almanac, the source of the DOP 
data (sensor vs. almanac), and an estimation of the circular error in meters based on the DOP data. 
For 3D data, the metadata should also include an estimate of the spherical error associated with the 
location.  For locating devices other than GPS, a circular error in meters should still be provided 
based on the particular characteristics of the locating device. 

Temporal Information Quality Metadata:  For each sensor within the system, we need to capture 
the precision and accuracy of the time source used by the sensor, if it has one, as well as the 
precision and accuracy of the time source used by the ingestion components.  The precision of the 
time source is typically a fixed value based on the resolution of the sensor’s time reporting 
mechanism and does not change from reading to reading.  The time precision of the sensor should 
be recorded within the system as part of the sensor’s metadata.  

On the other hand, the accuracy of the time source could change from reading to reading.  Many 
sensors rely on GPS receivers to provide their time context, the amount of error in the time reported 
by the GPS receiver is related to the Time Dilution of Precision (TDOP) of the GPS reading.  Most 
GPS receivers do not provide this information as part of their metadata stream.  However, if the 
Satellite Vehicles (SVs) that were used to determine the time are known, the TDOP can be 
computed using ephemeris data from a GPS Satellite Almanac.  

In order to accommodate variations in the precision of the presentation time between different 
sensor types, this value is actually stored as a time span (start-time/end-time) during which the 
ingestion component is xx% confident that the sensor reading occurred.  This level of confidence 
should be captured as additional information quality metadata.  For reporting/displaying presentation 
time, the midpoint between start time and end time is used. 

For each sensor, there is some time-related Information Quality Metadata which should be captured 
and passed along with the time information.  The time metadata associated with each sensor reading 
includes all of the times listed above along with the information quality metadata and statistics 
listed below: 

 Accuracy/Reliability of the Acquisition Time Data — this would typically be 
reported by the sensor as part of its metadata stream. If acquisition time is not 
provided by the sensor then this metadata will not be present. 

 Accuracy/Reliability of the Ingestion Time Data — this information is determined by 
the ingestion component used to bring the sensor data into the system.  

 Accuracy/Reliability (Confidence) of the Presentation Time Data — this 
information is determined by the ingestion component based upon whatever 
algorithm/conversions are used to determine the presentation time. 

 Latency statistics: 

 Delta between acquisition time and ingestion time, if known 

 Average delta (moving average) 
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 Deviation of current delta from moving average 

 Deviation of current delta from expected delta 

 Acquisition time statistics: 

 Delta between current acquisition time and previous acquisition time 

 Average delta (moving average) 

 Deviation of current delta from moving average 

 Deviation of current delta from expected delta 

 Ingestion time statistics: 

 Delta between current ingestion time and previous ingestion time 

 Average delta (moving average) 

 Deviation of current delta from moving average 

 Deviation of current delta from expected delta 

The ingestion component is responsible for tracking this quality metadata and also providing a 
Presentation time span for which the sensor data can be considered valid.  This should be a time 
interval for which we are xx% confident that the sensor reading was captured.  A confidence metric 
is reported as part of the information quality metadata associated with the presentation time that 
reflects the accuracy/reliability of the presentation time span. 
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APPENDIX C - Jumping Window Detailed Description 

A sensor data stream D of length m and rate r consists of n+1 Attributes Ai (0 <=i <=n), where A0 

represents the timestamp t of the sensor data stream. Each timestamp  tj (0<= j <= m) indicates a 
tuple Tj with n measurement values vij . 

Every measurement value vij is enhanced by the data quality information; for instance, as it is shown 
in Figure C-1, accuracy and completeness.  Obviously, this approach significantly increases the data 
volume, which is multiplied by the number of considered DQ dimensions.  So, to reduce the volume 
of metadata while preserving the concept of enhancing the data stream with quality metadata, we 
introduce the Jumping Window architecture.  

Each measurement attribute stream is divided into an unlimited number of windows with a given 
size s containing sensor data items (white) and data quality information (gray).  Each window is 
identified by its starting point tbegin and consists of s measurement values vij(k <= j<= k + s -1) of a 
certain attribute Ai.  Furthermore, the window contains one value for each DQ dimension qik (for 
example, window completeness cik and window accuracy aik).  The number of data quality 
dimensions is not fixed but can vary for each attribute.  The window size s can be defined 
independently for each stream attribute.  

For Jumping Window-based annotations, the data quality information is not sent together with 
every single data item, but rather window-wise for each DQ dimension.  The additional data volume 
is reduced to an acceptable degree by aggregating the data quality for each attribute Ai in jumping 
stream windows wik of the given size si starting at timestamp tbegin.  This prevents the real time data 
stream and the storage from being overloaded. Aggregation functions can be flexibly determined for 
each DQ dimension depending on the application.  

 

Figure C-1:  Jumping Window Architecture for the Propagation of Data Quality (DQ)[15]. 
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The Jumping Window concept was implemented using the Qbase Simulator. Quality metrics were 
processed and aggregated for every three video frames (see Figure C-2below). 

 

Figure C-2:  Quality Metrics Aggregated for Every Three Video Frames 
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LIST OF SYMBOLS, ABBREVIATIONS, AND ACRONYMS 

2D Two Dimensional 
3D Three Dimensional 
AQS Aggregated Quality Score 
CEP Circular Error Probable 
CLIF Columbus Large Image Format 
CSUAV Columbus Surrogate Unmanned Aerial Vehicle 

Data 
CVPR Computer Vision and Pattern Recognition 
DBMS Database Management System 
DARPA Defense Advanced Research Project Agency 
DCGS Distributed Common Ground Station 
DGPS Differential GPS 
DMOS Difference Mean Opinion Scores 
DoD Department of Defense 
DOP Dilution of Precision  
DSMS Data Stream Management System 
DQ Data Quality 
FP/NORM False Positive/Normalizing factor 
GI Geographic Information 
GIS Geographic Information Science 
GML Geography Markup Language 
GPS Global Positioning System 
HD High Definition 
HDOP  Horizontal Dilution of Precision 
HUMINT  Human Intelligence 
IVC Irvine Valley College 
JPEG Joint Photographic Experts Group 
LAIR Large Area Image Recorder 
LAR Locally Adaptive Resolution 
LCS Location Services Clients 
LIVE  Laboratory for Image and Video Engineering 

(University of Texas at Austin) 
LRM Linear Regression Model 
MATLAB Matrix Laboratory – a numerical computing 

environment and fourth- generation programming 
language developed by MathWorks 

MOS Mean Opinion Score 
MPEG Moving Picture Expert Group 
MSAD Mean Absolute Difference 
MSE Mean Square Error 
MSU  Moscow State University (of Instrument 

Engineering and Computer Science) 
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O&M Observations & Measurements  
OGC Open Geospatial Consortium  
PDOP  Positional Dilution Of Precision 
PSNR Peak Signal-to-Noise Ratio 
PSS Persistent Sensor Storage  
PSSA Persistent Sensor Storage Architecture 
PSS/SDK Persistent Sensor Storage Software Development 

Kit 
PULSENet Persistent Universal Layered Sensor Exploitation 

Network 
QoI Quality of Information 
SDT Signal Detection Theory 
SensorML Sensor Model Language, an eXtensible Markup 

Language (XML) 
SOS Sensor Observation Service  
SPS Sensor Planning Service  
SIGINT  Signals Intelligence 
SSIM Structural SIMilarity Index (a method for measuring 

the similarity between two images) 
SV Satellite Vehicles 
SWE Sensor Web Enablement 
TDOP Time Dilution of Precision 
TML Transducer Markup Language 
UALR University of Arkansas (Little Rock)  
UAV Unmanned Aerial Vehicle  
UncertML Uncertainty Markup Language 
URI Uniform Resource Identifier 
VIVID Video Verification of Identity 
VIRAT Video Image Retrieval and Analysis Tool 
VoI Value of Information  
VQEG Video Quality Experts Group  
WAAS Wide Area Augmentation System  
WFS Web Feature Service  
WNS Web Notification Service 
XML Extensible Markup Languages 


